
Huynh Do Lab#4: 

Objective:  

This lab assignment exposes student to using Dendrograms diagrams to support Hierarchical 

Clustering. This process is trying to find groups, where you start with one big group, and you 

split it apart, split it apart, split it apart until you have individual cases 

 

1. Import libraries 

 
 

The code above imports several Python libraries commonly used in data analysis. 

1. import pandas as pd 

o For working with tables/dataframes (Excel, but Pythonized). 

2. import numpy as np 

o For number crunching, arrays, and mathematical operations. 

3. import matplotlib.pyplot as plt 

o For basic plotting (2D graphs, scatterplots, histograms, etc.). 

4. import seaborn as sns 

o For prettier and more complex statistical plots (heatmaps, violin plots, etc.). 

5. from sklearn.cluster import KMeans 

o For K-Means clustering (unsupervised learning to group similar data). 

6. from sklearn.preprocessing import StandardScaler 

o For scaling/normalizing features so that different units don’t mess up models. 

7. from sklearn.decomposition import PCA 

o For reducing the number of features (dimensionality reduction). 

8. from scipy.cluster.hierarchy import dendrogram, linkage, fcluster 

o dendrogram: draws a tree diagram of clusters. 

o linkage: defines how to compute distance between clusters. 

o fcluster: slices the dendrogram into flat clusters. 



9. from mpl_toolkits.mplot3d import Axes3D 

o For making 3D plots (scatterplots in 3D space). 

10. from google.colab import files 

o For uploading and downloading files inside Google Colab. 

2. Upload file Cereals.csv 

 

 

The above screen shot is used to upload and load a CSV file named Cereals.csv into a Pandas 

Data Frame in a Google Colab environment. 

When upload is done: 

 

3. Dendrograms diagrams to support Hierarchical Clustering 

 

 Remove All Cereals with Missing Values 

 

 
 

 df.dropna()  

Creates a new DataFrame by removing any rows in df that contain missing values 

(NaN). 

 .copy()  

Creates a completely independent copy of the resulting DataFrame to avoid 

modifying the original df by reference. 

 df_clean  

A cleaned version of the original DataFrame, free of missing values and safe to 

modify independently. 



 
 

 Select Only Numeric Features and Standardize 

 

 
 

 select_dtypes(include=[np.number]) → Filters only numeric columns. 

 StandardScaler() → Initializes a scaler object for normalization. 

 fit_transform() → Standardizes all numeric features based on learned mean and 

variance. 

 df_scaled → A scaled NumPy array where all features are on the same scale. 

 

 

 Run K-Means Clustering 

 

 

 



 

1. kmeans = KMeans(n_clusters=4, random_state=42) 
o Initializes a KMeans clustering model set to form 4 clusters. 

o random_state=42 ensures reproducible clustering results. 

2. kmeans.fit(df_scaled) 

o Fits the KMeans model to the scaled numeric data. 

o Assigns each data point to one of the 4 clusters. 

3. labels_kmeans = kmeans.labels_ 
o Extracts the cluster labels (an array indicating which cluster each point belongs 

to). 

4. df_clean['KMeans_Cluster'] = labels_kmeans 

o Adds a new column KMeans_Cluster to the df_clean DataFrame. 

o Each row now carries the cluster assignment. 

5. kmeans_centroids = pd.DataFrame(kmeans.cluster_centers_, 

columns=df_numeric.columns) 

o Converts the cluster centers (centroids) into a DataFrame. 

o Columns match the original numeric feature names for easier interpretation. 

6. print(kmeans_centroids) 

o Displays the numerical centers of each cluster across all features. 

 

 



 
 

 Apply Hierarchical Clustering 

 

 

1. linkage(df_scaled, method='single') 
o Performs hierarchical clustering on the scaled data. 

o method='single' uses single linkage, meaning the distance between two clusters 

is defined as the shortest distance between any two points in the two clusters. 

o The result is stored in linkage_single. 

2. linkage(df_scaled, method='complete') 

o Also performs hierarchical clustering, but with complete linkage. 

o method='complete' defines the distance between two clusters as the longest 

distance between any two points across clusters. 

o The result is stored in linkage_complete. 

 

 

 

 

 



 Compare Dendrograms (Single vs Complete Linkage) 

 

 
 

1. plt.figure(figsize=(14, 6)) 
o Creates a new figure with a size of 14 units wide and 6 units tall. 

2. plt.subplot(1, 2, 1) 
o Sets up the first subplot in a 1-row, 2-column layout. 

o Activates the left plot area. 

3. dendrogram(linkage_single) 

o Draws the dendrogram for the single linkage clustering. 

o Displays how clusters merge based on shortest distances. 

4. plt.title('Single Linkage Dendrogram') 
o Sets the title for the first subplot. 

5. plt.xlabel('Samples') and plt.ylabel('Distance') 
o Labels the x-axis and y-axis of the first subplot. 

6. plt.subplot(1, 2, 2) 
o Moves to the second subplot (right side). 

7. dendrogram(linkage_complete) 
o Draws the dendrogram for the complete linkage clustering. 

o Displays how clusters merge based on farthest distances. 

8. plt.title('Complete Linkage Dendrogram') 

o Sets the title for the second subplot. 

 

 



 
 

What are the meanings of the above graphs? 

 In single linkage, cereals start linking too early, even when they aren’t that 

similar overall. 

→ This graph implies that : there are a few individual cereals that are similar to 

many others, causing a "chain effect." 

 In complete linkage, cereals only merge when the whole groups are close 

together, not just one or two random pairs. 

→ Tells us: there are actual tight, separate groups among cereals based on 

nutrition or other features. 

 

 Analyze Cluster Centroids Again 

 

 

1. num_clusters = 4 
o Sets the desired number of clusters to 4. 



2. fcluster(linkage_complete, num_clusters, criterion='maxclust') 
o Forms flat clusters from the linkage_complete hierarchy. 

o The criterion='maxclust' ensures exactly 4 clusters are produced. 

o Stores the cluster labels into complete_clusters. 

3. df_clean['CompleteLinkage_Cluster'] = complete_clusters 
o Adds a new column CompleteLinkage_Cluster to the df_clean DataFrame. 

o Each row is assigned to one of the 4 complete linkage clusters. 

4. print(df_clean[['CompleteLinkage_Cluster']].head()) 

o Displays the first five rows, showing the assigned CompleteLinkage_Cluster 

labels. 

 
 

 How Many Clusters Would You Use? 

 

 



 sse = [] → Stores error values for different k values. 

 range(1,10) → Tests k values from 1 to 9. 

 km.inertia_ → Captures how compact the clusters are. 

 plot(range(1,10), sse) → Draws the Elbow Method graph. 

 Elbow point → A visual "bend" indicating a good number of clusters to pick. 

 

 

Interpretation: 

 After a certain point (around k=3 or k=4), the curve bends and flattens. 

→ Adding more clusters barely improves the fit anymore. 

 The "elbow" point is where that bending happens. 

→ This elbow suggests the best number of clusters to pick. 

Conclusion: 

Based on Elbow Method + Dendrogram visual split, the best number of clusters to use = 4 

clusters. 
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